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Abstract This work contrasts Giovanni Sartor’s view of inferential semantics
of legal concepts (Sartor 2009) with a probabilistic model of theory formation
(Kemp et al. 2010). The work further explores possibilities of implementing
Kemp’s probabilistic model of theory formation in the context of mapping legal
concepts between two individual legal systems. For implementing the legal con-
cept mapping, we propose a cross-categorization approach that combines three
mathematical models: the Bayesian Model of Generalization (BMG) (Tenen-
baum and Griffiths 2001), the probabilistic model of theory formation, i.e.
the Infinite Relational Model (IRM) first introduced by Kemp et al. (2006,
2010) and its extended model, i.e. the normal-Infinite Relational Model (n-
IRM) proposed by Herlau et al. (2012). We apply our cross-categorization
approach to datasets where legal concepts related to educational systems are
respectively defined by the Japanese- and the Danish authorities according
to the International Standard Classification of Education (ISCED). The main
contribution of this work is the proposal of a conceptual framework of the
cross-categorization approach that, inspired by (Sartor 2009), attempts to ex-
plain reasoner’s inferential mechanisms.

Keywords Cross-categorization · Knowledge structuring · Ontology
alignment · Generalization · Inference · Relational model

1 Introduction

An ontology is traditionally considered as a means for standardizing knowledge
represented by different parties involved in communications (Gruber 1992; Ma-
solo et al. 2003; Declerck et al. 2010). Kemp et al. (2010) also points out that
some scholars (Block 1986; Field 1977; Quilian 1968) have argued the impor-
tance of knowledge structuring, i.e. ontologies, where concepts are organized

Address(es) of author(s) should be given



2

into systems of relations and the meaning of a concept partly depends on its
relationships to other concepts. However, real human to human communica-
tion cannot be absolutely characterized by such standardized representations
of knowledge. In Kemp et al. (2010), two challenging issues are raised against
such idea of systems of concepts. First, as Fodor and Lepore (1992) originally
pointed out, it is beyond comprehension that the meaning of any concept can
be defined within a standardized single conceptual system. It is unrealistic
that two individuals with different beliefs have common concepts. This issue
has also been discussed in semiotics (Peirce 2010; Durst-Andersen 2011) and
in cognitive pragmatics (Sperber and Wilson 1986). For example, Sperber and
Wilson (1986) discuss how mental representations are constructed diversely
under different environmental and cognitive conditions. Second point which
Kemp et al. (2010) specifically deals in their framework is the concept acqui-
sition problem. According to Kemp et al. (2010) (see also: Hempel (1985);
Woodfield (1987)):

if the meaning of each concept depends on its role within a system of
concepts, it is difficult to see how a learner might break into the system
and acquire the concepts that it contains. (Kemp et al. 2010)

Interestingly, the similar issue is also discussed by legal information scientists.
Sartor (2009) argues that:

legal concepts are typically encountered in the context of legal norms,
and the issue of determining their content cannot be separated from the
issue of identifying and interpreting the norms in which they occur, and
of using such norms in legal inference. (Sartor 2009)

This argument implies that if two individuals who are respectively belonging
to two different societies having different legal systems, a legal term could be
interpreted differently by these two individuals, since the norms in which the
two individuals belong are not identical. The argument also implies that these
two individuals must have difficulties in learning a concept contained in the
other party’s legal system without interpreting the norms in which the concept
occurs.

These arguments motivate us to contrast the theoretical work presented by
Sartor (2009) with the probabilistic model of theory formation by Kemp et al.
(2010) in the context of mapping legal concepts between two individual legal
systems. Although Sartor’s view addresses the inferential mechanisms within
a single legal system, we argue that his view is applicable in a situation where
a concept learner (reasoner) is, based on the norms belonging to his or her
own legal system, going to interpret and adapt a new concept introduced from
another legal system. In Sartor (2009), the meaning of a legal term results
from the set of inferential links. The inferential links are defined based on the
theory of Ross (1957) as:

1. the links stating what conditions determine the qualification Q (Q-conditioning
links), and
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2. the links connecting further properties to possession of the qualification Q
(Q-conditioned links.)

These definitions can be seen as causes and effects in Kemp et al. (2010). If
a reasoner is learning a new legal concept in his or her own legal system, the
reasoner is supposed to seek causes and effects identified in the new concept
that are common to the concepts which the reasoner already knows. This
way, common-causes and common-effects existing within a concept system, i.e.
underlying relationships among domain concepts, are identified by a reasoner.
The probabilistic model in Kemp et al. (2010) is supposed to learn these
underlying relationships among domain concepts and identify a system of legal
concepts from a view where a reasoner acquires new concepts in contrast to
the concepts already known by the reasoner.

The probabilistic model of theory formation in Kemp et al. (2010) has
originally been introduced in Kemp et al. (2006) where it is named the Infinite
Relational Model (IRM). Kemp et al. (2006) in their original work applies
this model to the ontology learning problem. The model has further been
extended and applied to, e.g., the area of neuroimaging data analysis (Mørup
et al. 2010), and of collaborative filtering and topic modeling (Xu et al. 2006;
Hansen et al. 2011). The present work applies the IRM to analyze structures of
an educational system in a specific legal district, which are represented by legal
terms and their characteristic features as inferential links: i.e. i) links stating
what conditions determine the qualification of an educational concept Q (Q-
conditioning links); and ii) links connecting further properties to possession of
the qualification Q (Q-conditioned links).

The problem which we address in our work is, however, to map legal con-
cepts between two individual legal systems. This requires an additional reason-
ing mechanism, i.e., analogical reasoning, which is out of scope in (Kemp et al.
2010). On the other hand, Sartor (2009) applies Thagard’s view of conceptual
roles (Thagard 1992) to legal reasoning and emphasizes the importance of gen-
eralization process and analogical inference. More specifically, we argue that,
when a reasoner is learning a new concept introduced from an alien system,
the analogical inference is used for comparing a concept introduced from the
alien system with the concepts existing in its own legal system. Accordingly,
in our work we employ a model, the so-called Bayesian Model of Generaliza-
tion (BMG) proposed by Tenenbaum and Griffiths (2001) for the analogical
inference. The BMG computes a relation between two legal concepts based on
characteristic features in a special way: i) it only considers features that are
already known by a reasoner, when the reasoner compares a new object with
a referent concept (a Danish reasoner who knows nothing about the Japanese
educational system cannot know all the characteristic features of all concepts
existing in the Japanese system, so only features known by the Danish rea-
soner should be considered) and ii) it distinguishes importance of features and
assigns weights to each feature according to the degree of importance (in the
BMG, a feature possessed by few concepts are considered important, and vice
versa). In other words, the analogical inference employing the BMG is sup-
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posed to seek causes and effects identified in the new concept that are common
to the concepts which the reasoner already knows, and prioritizes the causes
and effects that are more important than others. After computing the degree
of relations between all possible combinations of concepts existing in the two
legal systems, we apply an extended version of the IRM, the so-called normal
Infinite Relational Model (n-IRM) proposed by Herlau et al. (2012) for cross-
categorizing the educational concepts existing in the two legal systems. The
application of the n-IRM expects to identify number of categories, i.e., groups
of educational concepts for the respective legal systems and the degree of the
relations between categories in the two legal systems. Finally, the IRM is ap-
plied to the original data consisting of legal concepts and their characteristic
features for identifying underlying relationships, i.e., feature structures, behind
the specified concept system, i.e., the identified categories. We have in our pre-
vious work (anonymous) () identified that the usefulness of the IRM for map-
ping sparse datasets representing two different knowledge systems. However,
the previous approach has not been suitable to dense datasets employed in
this work. The implementation of the n-IRM realizes the cross-categorization
approach by fully utilizing information contained in different types of input
data (similarity scores).

The main contribution of our work is the proposal of a conceptual frame-
work of the cross-categorization approach that, inspired by (Sartor 2009), at-
tempts to explain reasoner’s inferential mechanisms. We demonstrate the prin-
ciples of the proposed approach by applying it to datasets where legal concepts
related to educational systems are respectively defined by the Japanese- and
the Danish authorities according to the International Standard Classification
of Education (ISCED).

In the next section, we first review relevant parts of Sartor’s work that
strengthen the argument for our cross-categorization approach followed by a
review of the probabilistic model of theory formation in Section 3. Section 4
briefly summarizes the idea of generalization and analogical inference, followed
by the overall idea of cross-categorization approach in light of Sartor’s work
and in comparison with other related works in Section 5. Sections 6 and 7 re-
spectively review the generalization model and the relational models employed
in our cross-categorization approach. After introducing the data source used in
this work in Section 8, we present our quantitative results, qualitative analysis
and visualization in Sections 9, 10 and 11, respectively. Section 12 discusses
the issues to be taken consideration as well as future perspectives, and finally
our conclusions follows in Section 13.

2 Inferential semantics of legal concepts

In the view of Sartor (2009) the meaning of a term results from the set of infer-
ential links that are extracted from the sentences where the term occurs. The
set of inferential links constitute the meaning of the corresponding concept.
Sartor gives the concept of citizenship as an example. The concept citizenship
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consists of set of inferential links such as birth in Italy, having Italian par-
ents, and so on that refer to preconditions determining the citizenship and
permission to stay in Italy, the right to vote, etc. that refer to further conse-
quences derived by possessing the citizenship. From this points, he argues that
the intermediate legal concepts, e.g., citizenship, play a role as mediator where
legal norms convey both legal consequences and preconditions of further legal
effects (Sartor 2009). In other words, he expresses that inferential semantics
of an intermediate legal concept is fully determined by legal norms.

Sartor itemizes several implications from the idea that legal concepts have
an inferential semantics. There are two implications that are relevant to our
work:

– Legal concepts are determined by legal systems, which implies that legal
meanings are determined by inferential connections. Each legal norm us-
ing a concept contributes to characterizing the meaning of that concept,
and different legal norms exist in different legal systems. Hence different
systems have different concepts; and

– Legal semantics are determined (among other things) by legal doctrine, to
the extent that doctrine determines. An inferential approach to the mean-
ing of legal terms seems to entail that the understanding of legal concepts
involves a doctrinal commitment with regard to the considered legal sys-
tem. (Sartor 2009)

Sartor also contrasts the legal concepts with Ramsey and Carnap’s views on
theoretical concepts (Ramsey 1991; Psillos 2000). Here, a theoretical term
refers to non-observable entities such as energy. In Ramsey’s theory, theo-
retical concepts connect possible empirical data and forecasts of further empir-
ical observations (Boghossian 2003). According to Sartor, the same principle
also applies to the legal concepts where intermediate legal concepts are used
within normative systems that connect observable facts and normative qualifi-
cations of human actions (Sartor 2009). Sartor further applies Carnap’s view
of categories stating that if there exists some category satisfying the concept’s
inferential links, then these links hold with regard the concept at issue (Psillos
2000). These views of Ramsey and Carnap employed by Sartor are consider-
ably relevant when arguing our approach based on the probabilistic model of
theory formation by Kemp et al. (2010).

Finally, Sartor adds a notion of cognitive value of concepts as follows:

The mere applicability of a concept does not imply that the concept
has cognitive value and thus deserves to be explicitly recognized and
denoted by a specific term. A concept deserves such a recognition only
to the extent that it collects a set of inferential links whose collection
is cognitively useful, since it reflects the nature of the domain to be
examined. (Sartor 2009)

He contrasts this notion with the view of epistemology (Haack 2003; Peirce
2006) stating that concepts should approximate generals or real types, meant
as clusters of properties co-occurring because they are lawfully connected and
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the view of Lindahl (2004) stating that a legal concept should unify a bundle
of normative links sharing not only the same legal effects, but also the same
normative justification.

Once again, his contrast implies that the study of legal concepts requires
the approximation meant as clusters of common-causes and common-effects
co-occurring, which can be well explained by the cognitive model explained in
the next section.

3 A probabilistic model of theory formation

Kemp et al. (2010) employs the meaning of the term theory as a system that
specifies a set of concepts and relationships between these concepts based on the
views from psychology (Carey 1985) and artificial intelligence (Davis 1990).
Kemp et al. (2010) emphasizes that everyday knowledge is organized into in-
tuitive theories that are similar to scientific theories in many respects (Carey
1985; Murphy and Medin 1985). More specifically, Kemp et al. (2010) point
out:

– theories help to individuate concepts;
– many kinds of concepts derive their meanings from the roles they play in

theories;
– theories allow learners to explain existing observations, and to make pre-

dictions about new observations; and
– theories guide inductive inferences by restricting a learner’s attention to

features and hypothesis that are relevant to the task at hand. (Kemp et al.
2010)

Based on the aforementioned definitions, Kemp et al. (2010) categorize
theory into two forms: a framework theory (Wellman and Gelman 1992) and
a specific theory. While framework theories specify the fundamental concepts
that exist in a domain and the possible relationships between these concepts, the
specific theory is a more detailed account of the phenomena in some domain
and is typically constructed from concrete instances of the abstract categories
provided by the framework theory. Kemp et al. (2010) explain the relation
between them with the domain of medicine. In their view, the framework
theory indicates fundamental concepts, e.g., chemicals, diseases and symptoms.
In this framework theory of medicine, chemicals cause diseases and diseases
can cause symptoms. The specific theory, for example, indicates more specific
instance of the abstract categories indicated by the framework theory, i.e.,
asbestos can cause lung cancer, and lung cancer causes coughing. Kemp et
al. (2010) define that framework theories can be represented as a probabilistic
model which includes a set of categories and a matrix of parameters specifying
relationships between those categories.

Returning to the example of legal concepts given by Sartor (2009), the
concept of citizenship is represented by preconditions that qualify citizenship
and consequences which citizenship qualifies. From this points, Sartor argues



Cross-categorization of legal concepts 7

that the intermediate legal concepts, e.g., citizenship, play as a mediator role
where legal norms convey both legal consequences and preconditions of further
legal effects. Contrasting Sartor’s example with the aforementioned theory of
medicine, the legal concepts and their inferential links can also be represented
as the probabilistic model including a set of categories and a matrix, in order to
structure a system of concepts that explain some existing set of preconditions
and consequences. In other words, the probabilistic model (the IRM) identifies
underlying relationships among fundamental concepts (abstract categories)
and concrete instances of the abstract categories by analyzing co-occurrences
of preconditions and consequences identified among specific instances. In this
way, the model is expected to explain roles of intermediate legal concepts and
position them in the system of concepts representing a specific legal system.
These are our motivations for employing the IRM as a basis of our approach
for dealing with the problems of legal inference.

4 Generalization and analogical inference

In cognitive sciences, Murphy (2004) illustrates the role of concepts in the
following way:

concepts are the glue that holds our mental world together. (. . .)
If we have formed a concept (mental representation) corresponding to
that category (class of objects in the world), then the concept will help us
understand and respond appropriately to a new entity in that category.
Concepts are a kind of mental glue, then, in that they tie our past
experiences to our present interactions with the world, and because the
concepts themselves are connected to our knowledge structures. (Murphy
2004)

As briefly mentioned in the previous section, the problem which we address
in our work is to map legal concepts between two individual legal systems.
Especially, our focus is on the issue of how a reasoner B belonging to the legal
system B perceives, interprets and positions a legal concept belonging to the
legal system A. In order to explain this complex issue, we employ Sartor’s in-
terpretation of Thagard’s view describing cognitive roles of concepts (Thagard
1992). Sartor uses legal concepts such as ownership, citizenship, or drunken-
ness as example for explaining the cognitive roles of legal concepts as follows
(Sartor 2009):

1. Categorization. Things are categorized according to who owns them (for
instance, by tax officers), and people are categorized according to their cit-
izenship (by immigration officers) or are qualified as being drunk or sober
(by police officers).

2. Learning. We learn the concepts of ownership, citizenship, or drunkenness
when we are children, and if we become lawyers we refine and expand our
understanding in law school, where we merge our intuitive understanding
with knowledge of how such properties are legally determined, what they
determine, and for what purpose.
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3. Memory. We use these legal concepts for storing and synthesizing infor-
mation, which may have been extracted from specific authoritative sources
or experiences, though we cannot tell which ones.

4. Inference. We use the information that is linked to legal concepts for
drawing inferences, for example, about the rights and duties of owners,
citizens, and drunk people.

5. Explanation. We make explanations according to our conceptual model of
the law. For instance, we may explain judicial decisions concerning certain
people by pointing out the fact that these people are owners, citizens, or
drunk drivers.

6. Problem solving. Our knowledge of what it means (for the law) to own
something, to be a citizen, or to be drunk provides us with clues on how
to approach situations where ownership, citizenship, or drunkenness are at
issue.

7. Generalization. Our notions of ownership, citizenship, or drunkenness,
enable us to consider at a glance all different situations falling under such
concepts, perceiving their commonalities and differences.

8. Analogical inference. Our notions of ownership, citizenship, or drunk-
enness, enable us to make analogies. For instance, they enable us to spec-
ulate whether intellectual property or privacy rights over one’s data are so
similar to ownership that some of the ownership-related normative posi-
tions can be extended to them, or whether drug addiction may be likened
to drunkenness.

The aforementioned explanation of Sartor (2009) describes a situation
where a reasoner B belonging to the legal system B acquires a new legal con-
cept by generalizing a case/an instance observed in the legal district B. When
considering a situation where the two legal districts A and B, e.g., Denmark
and Japan, are negotiating a treaty regarding a specific domain, e.g., pension
system, tax system, education system etc., the authorities in Denmark and
Japan need to agree on how the legal concepts existing in the respective coun-
tries are mapped in order to facilitate the negotiation in question. Although
the final destination is the mutual agreement between the two parties, the
negotiation process involves generalizations and analogical inferences made by
the two parties. The Danish authority interprets Japanese concepts in contrast
with the Danish legal system and may even need to know how the Danish legal
concepts are contrasted with the Japanese legal concepts based on the inter-
pretation made by the Japanese authority. Thagard’s view of cognitive roles
explained in Sartor (2009) are also applicable to such situation involving two
legal systems.

To be more specific, the mapping of legal concepts existing in the two le-
gal systems can be explained in the following way. The reasoner B belonging
to the legal system B is supposed to possess solid background knowledge of
legal concepts in a specific domain (pension system, tax system, education
system etc.) belonging to the legal district B. Hence, the reasoner B is able
to generalize and interpret a new legal concept A introduced from the legal
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district A by comparing it with his or her background knowledge of legal con-
cepts B belonging to the legal system B. The perception of commonalities and
differences between them enables him or her to perform analogical inferences
required to position the new concept A in the background knowledge of legal
concepts belonging to the legal system B. This implies that, if we are able to
define domain knowledge (set of legal concepts) existing in the respective legal
districts and if we have a model that can consider commonalities and differ-
ences between them based on a legal reasoner’s viewpoint, the model enables
us to predict the interpretation made by a reasoner belonging to one of the
two districts (either the Japanese or Danish authority in the aforementioned
example).

Accordingly, we present a principle of mapping domain knowledge existing
in two legal districts based on the interpretation possibly made by a reasoner
belonging to one of the districts in the following sections. Our approach is
closely related to the ontology mapping discipline. Hence we briefly review the
principle of our approach in contrast to relevant works archived in the ontology
mapping discipline in the next section.

5 Cross-categorization approach

In computer sciences, ontologies have often been employed for defining do-
main knowledge for the purpose of achieving common understandings among
members of a specific knowledge community. When it comes to the interaction
across communities, diverse methods for matching ontologies have been intro-
duced in recent years such as (Cheng et al. 2008; Euzenat and Valtchev 2004;
Ichise et al. 2004; Ehrig 2007; Mitra et al. 2005; Stumme and Mädche 2001).

Euzenat and Shvaiko (2007) define classification of ontology matching tech-
niques from two viewpoints, i.e. Granularity/Input interpretation and Kind of
Input. The Granularity/Input interpretation dimension is further classified ac-
cording to the following criteria: element-level vs. structure-level and syntactic
vs. external vs. semantic. Euzenat and Shvaiko (2007) state that element-
level matching refers to techniques that compute correspondences between
entities (objects) or instances (features) of those entities in isolation, while
structure-level techniques considers how entities or their instances appear to-
gether in a structure. Syntactic approaches are, according to Euzenat and
Shvaiko (2007), the techniques that interpret the input with regard to its sole
structure based on a well-defined algorithm, while external techniques utilizes
external resources of a domain and common knowledge for interpreting the
input and semantic techniques employ some formal semantics for interpret-
ing the input and justifying their results. From this aspect, we position our
cross-categorization approach under the category of structure-level techniques
that employ a syntactic technique to interpret the input. From the viewpoint
of Kind of Input, Euzenat and Shvaiko (2007) define the classifications based
on kind of data the algorithms handle, i.e. strings (terminological), structure
(structural), models (semantics), or data instances (extensional). In this view,
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the algorithms employed in our approach deals with data instances, i.e. the
algorithms employ extensional techniques that analyze the actual population
of an ontology (Euzenat and Shvaiko 2007). The existing works that employ
similar techniques to our approache are, e.g., (Berlin and Motro 2002; Bilke
and Neumann 2005; Cheng et al. 2008; Doan et al. 2004; Euzenat 1994; Ichise
et al. 2003, 2004; Lacher and Grog 2001; Stumme and Mädche 2001; Wang
et al. 2004).

The traditional ontology matching is based on the prerequisite that well-
organized and hierarchically-structured domain specific ontologies exist. Ac-
cordingly, the focus of the ontology matching (the extensional ontology match-
ing techniques) is primarily on the relevancy analysis, i.e., similarity computa-
tion between concepts existing in two ontologies. The similarity computation
usually employs algorithms that compute semantic distance between two con-
cepts in question based on semantic information extracted from the existing
ontologies. A work that is most relevant to our approach is the work presented
by Cheng et al. (2008), which compares three similarity measures: Cosine sim-
ilarity (Salton 1989); Jaccard similarity coefficient (Jaccard 1901); and market
basket model (Hastie et al. 2001). The uniqueness of their work is to apply
the market basket model to identify association rules between a concept in
ontology A and a set of concepts in ontology B by computing conditional
probabilities. While Cosine similarity and Jaccard similarity coefficient com-
pute symmetric similarities, the market basket model results in asymmetric
similarities between concepts existing in ontology A and in ontology B.

The framework introduced in our approach can accommodate these sym-
metric and asymmetric similarities, too. However, in this work we attempt
to argue that our approach theoretically accommodate the aforementioned
generalization and analogical inferences pointed out by Sartor (2009). More
specifically, one of the interesting natures of our approach is that it tries to
explain a situation where a reasoner generalizes and interprets a new legal
concept introduced from an alien legal district by comparing it with his or
her background knowledge of legal concepts belonging to his or her own legal
system. This function of analogical inference is, in this work, tested by em-
ploying the Bayesian Model of Generalization (BMG) proposed by Tenenbaum
and Griffiths (2001). The BMG has been used for modeling concept learning
problem (Tenenbaum and Griffiths 2001), but also its principle has been used
for inductive reasoning (Kemp and Tenenbaum 2009) and inductive general-
ization model (Kemp et al. 2012). The BMG is, in a way, the extended version
of Tversky’s Ratio Model (Tversky 1977) which computes similarities based
on commonalities and differences of features possessed by concepts. In the on-
tology matching discipline, Tversky’s Ratio Model is employed in, e.g., Huang
and Kuo (2010); de Souza and Davis (2004). While in Tversky’s model the fea-
ture weights is assigned heavier to features possessed by the new concept (i.e.,
object subject to comparison), the BMG considers features perceived only by
a reasoner. To be more specific, the BMG computes similarities by dividing
common features (features possessed by both the new concept and a referent
concept) with the sum of the common features and features of the referent con-
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cept that is known by a reasoner. This is quite different from the traditional
Jaccard similarity coefficient where the sum of common features and features
of both the new and the referent concepts are considered as denominator. In
addition to this, the BMG distinguishes importance of features by assigning
weights to each feature. In other words, all features appearing in the BMG
equation explained in the next section are weighted based on the degree of im-
portance computed by a principle where a feature possessed by fewer concepts
within the knowledge possessed by the reasoner in question is weighted higher,
and vice versa. Thus, the weights are supposed to provide clearer indications
of what concepts are more similar, and vice versa, compared to the Jaccard
similarity coefficient and Tversky’s model.

Another uniqueness of the proposed approach is that our method rather
addresses the problem of identifying latent ontological structures from two
independent semi- or unstructured data sources while analyzing interactive
relations between the respective domain knowledge in question. Hence our ap-
proach can be distinguished from the traditional ontology matching approaches
which primarily address issues on integrating already existing ontologies.

This paper introduces our approach, i.e., the cross-categorization approach,
for aligning similar semi-structured domain knowledge existing in two hetero-
geneous legal systems (i.e., the educational systems belonging to legal dis-
tricts, Japan and Denmark). We employ the Jaccard similarity coefficient and
the BMG for computing the degree of relations between all possible combina-
tion of concepts existing in the two legal systems. To the obtained similarity
scores, we apply an extended version of the IRM, the so-called normal Infinite
Relational Model (n-IRM) proposed by Herlau et al. (2012) in order to cross-
categorize the concepts existing in the two legal systems. The application of
the n-IRM expects to identify number of categories, i.e., groups of concepts
for the respective legal systems, and to compute the degree of the relations
between the categories in the two legal systems. Finally, the IRM is applied
to the original data consisting of legal concepts and their features (inferential
links), in order to identify underlying relationships, i.e., structures of inferen-
tial links, behind the specified concept system, i.e., the identified categories.
The workflow of our approach is depicted in Fig. 1.

In this way, the proposed approach simultaneously categorizes legal con-
cepts existing in two legal systems and from there to structure two indepen-
dent concept systems that are inter-operable in the most efficient manner.
By employing the generalization model, i.e., the BMG, we argue that our ap-
proach theoretically explains the inferential mechanism of legal concept map-
ping where a reasoner B generalizes and interprets a new legal concept A
introduced from the legal district A by comparing it with his or her back-
ground knowledge of legal concepts B belonging to the legal system B. To
sum up, what our proposed approach expects to achieve are: i) the BMG is,
from the reasoner B’s viewpoint, identifies causes and effects in the new con-
cept A which co-occur with a referent concept B; ii) the BMG distinguishes
more important- and less important causes and effects by assigning weights in
each feature; iii) the degree of relations between all possible combinations of
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Fig. 1: Flowchart of the cross-categorization approach.

concepts between the two legal systems are cross-categorized by the n-IRM;
iv) the n-IRM is supposed to bundle groups of concepts having higher degree
of relations between the two systems as categories; v) by fixing the obtained
categories, the IRM is supposed to analyze what causes and effects are com-
monly shared by members of each obtained category; and vi) the structure
of commonly shared causes and effects obtained by the IRM is visualized as
a hierarchical graph (ontology) 1. In the following sections, we review each
element of our approach in more details.

6 Bayesian Model of Generalization

The Bayesian Model of Generalization (BMG) (Tenenbaum and Griffiths 2001)
can be used to measure the similarity of objects based on their features, as
discussed in previous work (anonymous) (). Tenenbaum and Griffiths (2001)
state that the BMG is considered as an extension of Tversky’s set-theoretic
model of similarity. Tversky’s model can be formulated as

sim(y, x) =
|Y

∩
X|

|Y
∩
X|+ α|Y −X|+ β|X − Y |

. (1)

1 Inspired by our original work presented this paper, we have applied our approach to
two identical datasets for constructing a hierarchical graph reprsenting a single knowledge
system. The extended work will be presented in (anonymous) ()
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Equation 1 computes the degree of similarity between two feature sets X and
Y relating to objects x and y respectively. The similarity is computed by
dividing the number of common features between the two objects |Y ∩ X|
with the sum of three terms: the number of common features |Y ∩ X|; the
number of features that exist in y but not in x multiplied by a factor α,
α|Y −X|; and the number of features that exist in x but not in y multiplied
by a factor β, β|X − Y |. The similarity scores fall in the range between 0 and
1. The free parameters α and β can arbitrary be defined (Tversky 1977). For
example, when the parameters are set as α = β = 1, Equation 1 corresponds to
Jaccard’s similarity measure (Jaccard 1901). We employ Jaccard’s measure as
benchmark indicating symmetric similarity relations between legal concepts.
Tversky’s argument is that if sim(y, x) is interpreted as the degree to which
y is similar to x, then y is the subject of the comparison (a new concept
which a reasoner is suppose to learn from outside of the legal district) and
x is the referent (knowledge possessed by a reasoner). Hence in his view, the
features of the new concept get heavier weights than those of the referent
concept (i.e., α > β). In contrast with Tversky’s argument, Tenenbaum and
Griffiths (2001) claim that, under the condition where the parameters are
set as α = 0 and β = 1, Tversky’s model corresponds to Equation 2 of the
BMG (Tenenbaum and Griffiths 2001). This implies that the BMG computes
similarities by dividing a number of common features (features possessed by
both a new concept y and a referent concept x) with the sum of the common
features and features of the referent concept x that is known by a reasoner.

P (y ∈ C|x) =

[
1 +

∑
h:x∈h,y/∈h P (h, x)∑
h:x,y∈h P (h, x)

]−1

. (2)

From the probabilistic viewpoint, Equation 2 computes conditional probabil-
ities that a new concept y (legal concept existing outside the reasoner’s legal
district) comes to belong to an undefined categorical region C provided by the
condition of a referent concept x already known by the reasoner. In the defi-
nition in (Tenenbaum and Griffiths 2001), a hypothesized subset h is a region
where a concept belongs to h if and only if it possesses a feature k. Hence,∑

h:x,y∈h P (h, x) in Equation 2 corresponds to a sum of P (h, x) where a ki
feature is commonly possessed by a referent concept x and the new concept
y, while

∑
h:x∈h,y/∈h P (h, x) refers to a sum of P (h, x) where a ki feature is

possessed only by a referent concept x. In other words, Equation 2 explains a
scenario where the reasoner compares this new object y with an already known
concept x which is part of his/her background knowledge attached to the legal
district he/she belongs to. The function P (h, x) in Equation 2 is considered as a
feature weight assigned to each ki feature and defined as P (h, x) = P (x|h)P (h)
where we consider the prior P (h) as P (h) = 1 (the prior P (h) can accommo-
date arbitrary flexibility across contexts according to Tenenbaum and Griffiths
(2001)). P (h, x) = P (x|h)P (h) is therefore influenced by the computation of
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P (x|h) defined as:

P (x|h) =
{ 1

|h| if x ∈ h,

0 otherwise.
(3)

In this work, |h| in Equation 3, i.e. the size of the region h, is computed
based on a number of concepts possessing a specific feature ki within the
reasoner’s entire domain knowledge. To simplify the explanation of Equation
3, the weight P (h, x) = P (x|h)P (h) is assigned to every features considered in
Equation 2. Since the prior is set as P (h) = 1, the weight P (h, x) is directly
reflected by the size of the region h in Equation 3, i.e., a feature possessed by
fewer objects gets higher weights, and vice versa.

7 Relational Models

In our work we use two types of relational models: i) To co-cluster the similar-
ity scores between two sets of concepts we use the normal Infinite Relational
Model (n-IRM) Herlau et al. (2012). In the n-IRM analysis, the data consists
of the similarity scores between concepts, which are jointly clustered in each
legal system. The output of the analysis is two mutually compatible cluster-
ings of the concepts in each system. ii) To analyze the relation between the
extracted concept clusters and their features (inferential links) we use the In-
finite Relational Model (IRM) Kemp et al. (2006) to cluster features based on
the concept clusters extracted by the n-IRM.

Both the IRM Kemp et al. (2006) and its variant the n-IRM Herlau et al.
(2012) are able to automatically infer the number of clusters by using a dis-
tribution that is defined for all conceivable partitions based on the Chinese
Restaurant Process (CRP) (Aldous 1985; Pitman 2002). Let z denote the par-
titioning of entities to clusters, then the distribution over partitions formed by
the CRP is given by

P (z|γ) = γKΓ (γ)

Γ (J + γ)

K∏
a=1

Γ (na), (4)

where K is the number of clusters for the given partition z, Γ (x) = (x − 1)!
is the Gamma function, na the size of cluster a, and J the total number of
entities (i.e. concepts or features). γ is a parameter that is used to specify how
favorably it is to form many as compared to few clusters. The above distribu-
tion can be derived by the following analogy to a Chinese Restaurant where J
customers are to be seated successively such that the first customer sits at the
first table and each subsequent customer sits at occupied tables proportionally
to how many are already seated at the table and chooses a new table at the
restaurant proportional to γ. Let na denote how many are seated at table a.
According to this process the ith customer will sit at a new table with proba-
bility γ

i−1+γ and at the occupied table a with probability na

i−1+γ . By generating
partitions according to this procedure the above distribution is recovered. As
the distribution only depends on the size of the clusters (and not the order
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in which the customers were seated) the distribution is exchangeable (Aldous
1985; Pitman 2002).

7.1 Co-clustering similarity scores by the normal Infinite Relational Model

The n-IRM model proposed in (Herlau et al. 2012) is an extension of the
IRM Kemp et al. (2006) designed to co-cluster real valued relational data.
For similarity scores Rij defining the similarity between the ith concept in
the one legal system (i.e., Japanese educational system) to the jth concept
of the other legal system (i.e. Danish educational system) the n-IRM clus-
ters the Japanese and the Danish concepts jointly by partitions induced by
mode (i.e. legal system) specific CRP’s. The similarity between the extracted
groups in the Japanese and Danish systems are then parameterized by a mean
intensity mab with precision (i.e., inverse variance) λab such that the real val-

ued similarity Rij ∼ Normal(m
z
(1)
i z

(2)
j

, λ−1

z
(1)
i z

(2)
j

), where z
(1)
i and z

(2)
j denotes

the groups that the ith Japanese and jth Danish concepts respectively are
assigned. To simplify the inference in the model conjugate Gamma and Nor-
mal priors are invoked for the mean intensities and precisions leading to an
efficient sampling procedure in which these parameters are analytically inte-
grated (i.e., collapsed) such that inference in the model reduces to sampling
the assignment of concepts to clusters in each system. To summarize, the n-
IRM presently considered for co-clustering similarity scores is defined by the
following generative process (Herlau et al. 2012)

z(1) ∼ CRP(γ(1)), Japanese concept clusters,

z(2) ∼ CRP(γ(2)), Danish concept clusters,

for all clusters, λab ∼ Gamma(α0, rate = β0), precision, (5)

for all clusters, mab ∼ Normal
(
m0, (κ0λab)

−1
)
, mean, (6)

for all objects, Rij ∼ Normal(m
z
(1)
i z

(2)
j

, λ−1

z
(1)
i z

(2)
j

), links (real valued). (7)

7.2 Analyzing the relationship between the concept clusters and their
features by the Infinite Relational Model

To further investigate the relationship between the concept clusters extracted
by the n-IRM and their features in each of the legal systems we employ the

IRM to the concept by feature binary matrix of legal system c given by A
(c)
ij

where A
(c)
ij = 1 if concept i posses feature j and A

(c)
ij = 0 otherwise. We fix

the concept clusters extracted by the n-IRM (i.e., z(c)) and investigate the
relationship between concept clusters and their features by clustering only
features by the IRM. Following the IRM Kemp et al. (2006) links are drawn

from a Bernoulli distribution parameterized by the strength of interaction η
(c)
ab
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that specifies the probability of observing links between concepts in concept
cluster a and features in feature cluster b. Thus, our clustering of features
z(fc) in each legal system c according to the concept clusters identified by the
n-IRM is defined by the following generative process

z(fc) ∼ CRP(γ(fc)), clustering of features, (8)

for all clusters, η
(c)
ab ∼ Beta(β+

0 , β−
0 ), strength of interactions,

(9)

for all objects, A
(c)
ij ∼ Bernoulli

(
η
(c)

z
(c)
i z

(fc)
j

)
, links (binary valued). (10)

As the Beta distribution is conjugate to the Bernoulli distribution the strengths
of interactions can be analytically integrated (i.e., collapsed) and inference
reduces to sampling the assignment of features to clusters z(fc).

For inference in the n-IRM and IRM we used the sampling procedures
described in Mørup et al. (2010); Herlau et al. (2012) with a total of 1000
iterations where we discarded the first 500 samples to allow the n-IRM and
IRM samplers to burnin. We set the hyper-parameters γ(α) = log(Jα) where Jα
is the size of mode α, and for the n-IRM we set κ0 = 1, α0 = 15 and β−1

0 = 10
whereas for the IRM β+

0 = β−
0 = 1. The solutions used for displaying the

results in the following sections are given by the realization identified with
highest value of the joint probability density. The displayed mean intensities
mab and standard deviations 1/

√
λab are in the following sections calculated

disregarding the priors and are thereby defined by the mean and standard
deviation of each of the extracted blocks of the n-IRM.

8 Data source

This work employs a database prepared by a third party, the UNESCO Insti-
tute for Statistics (UIS) as the data source. The database consists of datasets
that have been reported by each UNESCO Member States. The reported
datasets are in accordance with the International Standard Classification of
Education (ISCED), which enables the contrast of educational systems across
different Member States. The datasets collected from all over the world are
downloadable from the UIS web-site2. In this work, we use datasets repre-
senting the Japanese and the Danish educational systems. As shown in Fig
2, the datasets consist of educational terms (concepts) defined by several pre-
defined feature dimensions such as ”the ISCED level”, ”programme destination
and orientation”, ”starting age”, ”cumulative duration of education”, and ”en-
trance requirements”. For each pre-defined feature dimension column in Fig 2,
feature dimension values are displayed such as (A, B, C) for the ”programme
destination” dimension and (G, V) for the ”programme orientation” dimen-
sion. A matrix for each educational system is made in a way that educational

2 http://www.uis.unesco.org/education/ISCEDmappings/Pages/default.aspx
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Fig. 2: Example of UIS database

terms and feature dimension values are respectively listed in rows and columns.
One difficulty in creating a matrix is the treatment of the numeric feature val-
ues refering, e.g., ”theoretical starting age” and ”cumulative duration of the
programme” in Fig 2. For example, ”theoretical cumulative years of education
at the end of the programme” of Danish term D23 in Fig 2 has a value [15-16
years]. On the other hand, Japanese term J35 has a value [14-15 years]. In
order to deal with this problem, the procedure defined in our previous works
(anonymous)() is employed:

1. If a feature value in one dataset is part of a feature value in the other
dataset (e.g., the feature [14-15 years] in the Japanese dataset is part of
the feature [13-15 years] in Denmark), a concept having the feature that
covers the other feature (a concept having [13-15 years]) should also have
a feature [14-15 years], and

2. If two features from the respective countries partly overlaps (e.g., [14-15
years] in the Japanese dataset and [15-16 years] in the Danish dataset),
a pseudo feature referring to the exact overlapping range (i.e., [15 years])
is created. In this example, a Japanese concept having the feature [14-15
years] should also have the pseudo feature [15 years]. In the same way, a
Danish concept having the feature [15-16 years] should also have the pseudo
feature [15 years].
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Based on this procedure, a Japanese matrix consisting of 54 Japanese ob-
jects and 113 features and a Danish matrix consisting of 27 Danish objects and
113 features are created. In these matrices, the educational terms and their
characteristic features are respectively considered as legal concepts and infer-
ential links (i.e., Q-conditioning links or Q-conditioned links) existing in each
of the two legal systems (Japan and Denmark) as explained in the previous
sections. In each matrix, a link between a feature and a concept possesing the
feature is considered as true value. In other words, a feature vector considered
in Section 6 is a set of features having true values in each row of the binary
matrices, representing each educational concept.

9 Implementation of the cross-categorization approach

Fig. 3 depicts an overview of the results obtained from the n-IRM applied to
similarity scores computed by Jaccard similarity coefficient and the BMG. The
three plots (1-a; 1-b; 1-c) in the upper row illustrate similarity scores computed
in all combinations of concepts between the Japanese- and the Danish educa-
tional systems, while the three plots (2-a; 2-b; 2-c) in the second row show the
cross-categorization results obtained by the n-IRM. The plots (3-a; 3-b; 3-c)
and the plots (4-a; 4-b; 4-c) in Fig. 3 respectively contrast mean values and
standard deviation of each intersection of clusters in the three plots (2-a; 2-b;
2-c) obtained by the n-IRM.

The three columns from the left to the right in Fig. 3 illustrate the results
respectively obtained by the following data:

1. First column (1-a; 2-a; 3-a; 4-a): similarity scores computed by Jaccard
similarity coefficient;

2. Second column (1-b; 2-b; 3-b; 4-b): similarity scores computed by the BMG
when the Japanese educational concepts are set as reasoner’s background
knowledge; and

3. Fourth column (1-c; 2-c; 3-c; 4-c): similarity scores computed by the BMG
when the Danish educational concepts are set as reasoner’s background
knowledge;

The plot (1-a) depicts the results obtained from Jaccard similarity coeffi-
cient. Intuitively, the plot is darker and more even than the other two plots
(1-b and 1-c). The cross-categorization results of the Jaccard scores in 2-a
(i.e., the number of clusters obtained) are coarse especially in the Japanese
concepts. The mean values (mab) in the plot (3-a) are also darker and more
even compare to the other two plots (2-b and 2-c). The standard deviations
(1/

√
λab) in the plot (4-a) are relatively uniform and the intersections of clus-

ters are dominated by gray colores compared to the other plots (4-b and 4-c)
in Fig. 3.

On the other hand, the results obtained from the BMG shown in the plots
1-b and 1-c are substantially different, since the BMG computes similarities
by dividing common features (features possessed by both a new concept and
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a referent concept) with the sum of the common features and features of
the referent concept that is known by a reasoner, then weights features of
concepts existing in reasoner’s background knowledge. These differences in
similarity scores clearly influence the cross-categorization results obtained by
the n-IRM. The number of clusters obtained in 2-b is 13 for the Japanese
system and 12 for the Danish system, while 8 for the Japanese and 9 for
the Danish in 2-c. The obtained numbers of clusters are correlative to the
number of concepts that are considered as reasoner’s background knowledge.
To be more specific, when the Japanese educational system consisting of 54
educational concepts is considered as reasoner’s background knowledge in 2-
b, the number of the obtained clusters are larger compared to the situation
where the Danish educational system consisting of 27 educational concepts is
considered as reasoner’s background knowledge in 2-c.
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Fig. 3: Results of cross-categorization obtained by the n-IRM
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The differences in the obtained number of clusters in 2-b and 2-c are likely
caused by the distributions of similarity scores. When the 54 Japanese concepts
are considered as reasoner’s background knowledge, the similarity computation
is based on the features possessed only by these 54 concepts. Hence, differen-
tiations in the similarity scores are stronger across the 54 Japanese concepts
rather than across the 27 Danish concepts. This phenomenon is identified in
1-b where the horizontal lines are more visible compared to 1-c. Accordingly,
the partition of the Japanese concepts results in fine-grained clusters, which
also affect the partition of the Danish concepts in 2-c by the n-IRM. In the
same way, when the Danish educational system is considered as reasoner’s
background knowledge, differentiations in the similarity scores are stronger
across the 27 Danish concepts, which can be seen by the stronger vertical lines
in 1-c. Thus, the partition of the Danish domain knowledge consisting of only
27 concepts affects the partition of the 54 Japanese concepts in 2-c, which
results in fewer number of clusters.

The plots from 3-a to 3-c of Fig. 3 show mean values (mab) of the intersec-
tion of the clusters obtained from the n-IRM. The gray scale indicates that,
when a cluster is close to black, a mean value is close to one, and vice versa.
While the plots 3-a from the Jaccard scores are more uniform, i.e. the majority
of clusters are gray colored, the gray colors in the plots 3-b and 3-c are more
differentiated due to the weight assigned to each feature during the computa-
tion of the conditional probabilities (i.e. similarities) in the BMG. Hence, the
interactivity between Japanese- and Danish clusters is clearly explained with
the results obtained from the BMG, whereas it is rather ambiguous with the
results obtained from the Jaccard scores.

The standard deviations (1/
√
λab) shown in the plots from 4-a to 4-c of

Fig. 3 explain the uniformity within each intersecton between clusters. If an
intersection of two clusters is completely uniform, the intersection is indicated
with the white color, and vice versa. The plots in Fig. 3 does not indicate
substantial differences in the gray color distributions among the three plots (4-
a; 4-b; 4-c). Only implication identified here is that, when the clusters are fine-
grained, the proportion of the light gray colored clusters are slightly dominant
as is indicated in 4-b. This also implies that the fine-grained uniform clusters
obtained from the BMG may potentially be more effective for interactively
uncovering latent hierarchical structures of respective domain knowledge.

Fig. 4: Stabilities of the cross-categorization performances
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Finally, we have quantified the stabilities of the cross-categorization per-
formances in Fig. 4. The stabilities of the cross-categorization performances
are computed by a commonly used measure called Normalized Mutual Infor-
mation (NMI) (Danon et al. 2005) . The NMI indicates a number between
0 and 1 such that 1 describes identical assignments to clusters. The results
generally indicate that the performances achieved by the n-IRM are stable.

10 Qualitative assessment of clusters

Figs. 5, 7 and 9 all illustrate results obtained from the cross-categorization
approach. Each Fig. consists of three plots. The plots at the upper-left corner
of Figs.5, 7 and 9 respectively correspond to the n-IRM plots 2-a, 2-b and 2-c
in Fig. 3, i.e., the n-IRM results computed based on the scores obtained by
the Jaccard similarity coefficient, by the BMG when the Japanese educational
concepts are set as reasoner’s background knowledge, and by the BMG when
the Danish educational concepts are set as reasoner’s background knowledge.
In each of the n-IRM plots, concept cluster IDs for the Japanese and the Dan-
ish educational systems are assigned as [J1, J2, ....Ji] and [D1, D2, ....Dj ]. The
plots at the right side of the n-IRM plots represent the feature structures of
the Japanese educational concept clusters [J1, J2, ....Ji]. In other words, the
plots represent the structures of inferential links (causes and effects) that are
commonly shared by each Japanese concept cluster Ji. The obtained feature
clusters are displayed as [Jf1, Jf2, ....Jfj ]. The plots at the bottom of the
n-IRM plots refer to the feature structures of the Danish educational concept
clusters [D1, D2, ....Dj ]. The obtained feature clusters for the Danish educa-
tional system are displayed as [Df1, Df2, ....Dfj ].

Tables in Figs. 6, 8 and 10 respectively correspond to the graphical results
shown in Figs. 5, 7 and 9. More specifically, the numbers in the upper-left tables
respectively corresponding to the n-IRM plots are the mean values (mab) of
each intersection connecting a Danish concept cluster and a Japanese concept
cluster. The numbers in the upper-right tables corresponding to the Japanese
feature structures are the η values of each intersection connecting a concept
cluster [J1, J2, ....Ji] and a feature cluster [Jf1, Jf2, ....Jfi] computed by the
IRM. In the same way, the numbers in the bottom-left tables corresponding to
the Danish feature structures are the η values of each intersection connecting a
concept cluster [D1, D2, ....Di] and a feature cluster [Df1, Df2, ....Dfi]. Figs.
18, 20 and 22 in Appendix I of this paper list the members of the Japanese- and
the Danish legal concept clusters [J1, J2, ....Ji] and [D1, D2, ....Di]. Figs. 19,
21 and 23 list members of the feature clusters. The members of each feature
cluster have common feature IDs [f1, f2, ....f113] in all Figs. 19, 21 and 23.

These results demonstrate interesting differences among the similarity mea-
sures employed in this work. In Figs. 5 and 6 representing the results based
on the Jaccard similarity scores, a Japanese concepts ”junior college - regular
course”, ”junior college - correspondence course”, ”college of technology - reg-
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Fig. 5: n-IRM clustering and feature structure: symmetric relations

Fig. 6: n-IRM clustering and feature structure: symmetric relations (Jaccard: mean and η
values)

ular course” are included in a very big concept cluster J1 and does not have
any strong relations with specific Danish concept clusters.

In Figs. 7 and 8 representing the results based on the BMG, two Japanese
concept clusters J10 (consisting of ”junior college - regular course”, ”junior
college - correspondence course”, ”college of technology - regular course”) and
J11 (consisting of ”university undergraduate”, ”university undergraduate -
medicine etc.”, ”university undergraduate - correspondence course”), respec-
tively have stronger relations with D12 (consisting of ”short cycle tertiary edu-
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Fig. 7: n-IRM clustering and feature structure: JP as background knowledge

Fig. 8: n-IRM clustering and feature structure: JP as background knowledge (BMG: mean
and η values)

cation”) and D7 (consisting of ”medium cycle tertiary education” and ”Bach-
elor’s program”). These clusters are obtained by the BMG considering the
background knowledge of the Japanese educational system from a Japanese
reasoner’s viewpoint. When inspecting the feature clusters colored3 in Fig. 7,

3 η values equal to or over 0.5
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Fig. 9: n-IRM clustering and feature structure: DK as background knowledge

Fig. 10: n-IRM clustering and feature structure: DK as background knowledge (BMG: mean
and η values)

the feature clusters that differentiate between the Japanese concept clusters
J10 and J11 are Jf3 possessed by J10, and Jf10 possessed by J11. The feature
cluster Jf3 consists of features among others ”programme destination B” and
”ISCED 5 - short”, and the feature cluster Jf10 consists of a feature ”pro-
gramme destination A” as listed in Fig. 21 in the Appendix I. Interestingly,
the Danish concept clusters D12 and D7 that respectively have stronger rela-
tions with these Japanese concept clusters J10 and J11 are differentiated by
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whether the feature cluster Df9 consisting of a feature ’programme destination
B’ is possessed or not.

On the other hand, in Fig. 9, the Japanese concept cluster J7 to which ”ju-
nior college - regular course”, ”junior college - correspondence course”, ”college
of technology - regular course” belong also includes ”university undergraduate”
and ”university undergraduate - correspondence course” (see also Fig. 22 in the
Appendix I). This Japanese J7 concept cluster is, in Fig. 9, cross-categorized
with the Danish concept cluster D4 considering the background knowledge
of the Danish educational system from a Danish reasoner’s viewpoint. One
notable point is that, at the upper-left table in Fig. 10, the intersection con-
necting J7 and D4 has slightly high mean value, 0.29. On the other hand, the
n-IRM plot (the upper-left plot) in Fig. 9 indicates that the intersection of J7
and D4 is uneven, i.e., the standard deviation is high as identified in the plot
4-c in Fig. 3. This implies that these two concept clusters are rather linked
based on individual concept-concept relations.

Fig. 11: Similarity relations between members of J1 and D1 clusters: BMG - DK as back-
ground knowledge (BMG)

Elaborating the issue of higher standard deviations, some of the intersec-
tions between the Japanese- and the Danish concept clusters indicate lower
mean values with higher standard deviations as shown in, e.g., the intersec-
tion between J1 and D1 in the n-IRM (the upper-left) plot in Fig. 9. More
specifically, the mean value of the intersection between J1 and D1 is 0.19 in
the upper-left table of Fig. 10 and the standard deviation of this intersection
is very high in the plot 4-c of Fig. 3. It means that this intersection consists
of similarity scores that are substantially uneven influenced by the combina-
tions of members in J1 and D1. For instance, Fig. 11 shows the similarity
relations between the members of the concept clusters J1 (column) and D1
(row), each computed by the BMG when Danish legal concepts are considered
as reasoner’s background knowledge. The members of both J1 and D1 con-
sist of different types of concept such as ”primary school”, ”Master’s degree”
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and ”Doctor’s degree” concepts. This indicates that, by analyzing the indi-
vidual similarity relations between members of J1 and D1, our approach also
identifies more fine-grained one-to-one (or sub-group) relations within the two
concept clusters.

11 Visualization

As demonstrated in the previous section, the cross-categorization approach
identifies an interactive structure between the Japanese and the Danish edu-
cational systems according to the different types of similarity measures, from
there uncovers underlying feature structures of the respective educational sys-
tems. For the purpose of visual inspection, we developed a hierarchical graph
(ontology) based on the principles of the Terminological Ontology (TO) (Mad-
sen et al. 2004)4. Fig. 12 represents the Japanese educational system developed
based on the Japanese reasoner’s viewpoint where the η values (links between
concept clusters [J1-J13] and feature clusters [Jf1-Jf12]) equal to or above
0.5 are extracted from the upper-right table in Fig. 8 and considered as true
values.

The ontology contains all the Japanese concept clusters (categories) ob-
tained from the n-IRM computation, which are displayed in the colored boxes.
More specifically, the concept clusters [J1, J2, ....J13] are displayed in the col-
ored boxes and their corresponding Danish concept clusters among [D1, ...D12]
are listed above the Ji labels in the colored boxes. These corresponding Dan-
ish concept clusters are identified based on the strength of the links between
a Japanese and a Danish concept clusters, i.e., when the mean values (mab)
are equal to or over 0.3 in the upper-left table of Fig. 8, they are considered
as corresponding pairs. For example, it is possible to view in Fig. 12 that the
Japanese concept cluster J10 consisting of members referring junior college
and college of technology strongly corresponds to the Danish concept cluster
D12 referring to short cycle tertiary education and D6 referring to short cycle
open tertiary education in Denmark.

The ontology is structured based on the feature inheritance rules. It means
that each category (colored box) in the ontology is represented in the form
of feature structure listed under each colored box. For example, the concept
cluster ”J10: junior college, college of technology” is represented in the form
of feature structure (Jf7, Jf11, Jf4, Jf3). This means that the concept cluster
J10 consists of the feature clusters Jf7, Jf11, Jf4, Jf3. Among these feature
clusters, Jf7, Jf11, Jf4 are inherited from the superordinate concept clusters:
”category share Jf11” and ”category share Jf4”. Jf3 is only the non-inherited
feature cluster. Accordingly, the contents of Jf3 [destination B, ISCED5 short]
is specified just below the gray box of J10.

4 In this work, we consider that the ontology construction is out of the main focus . In
other words, the ontology has been developed solely for the purpose of visualization. The
theoretical background of the TO method is therefore explained in Appendix II.
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Fig. 12: Japanese educational system ontology: BMG - JP as background knowledge (NOTE:
J1-J13; D1-D12; and Jf1-Jf12 in this ontology refer to clusters shown in Fig11)

Fig. 13: Formal Concept Analysis of Japanese educational system: BMG - JP as background
knowledge (NOTE: J1-J13 and Jf1-Jf12 in this graph refer to clusters shown in Fig11)

The principle for creating nodes such as ”category share Jf11” and ”cat-
egory share Jf4” are very similar to the theory of Formal Concept Analysis
(FCA) (Ganter and Wille 1997)5. Fig. 13 is automatically drawn by a FCA

5 The theory of FCA is reviewed in Appendix II
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Fig. 14: Concept mapping made by the FCA: BMG - JP as background knowledge (NOTE:
J1-J13 and D1-D12 in this graph refer to clusters shown in Fig11)

tool called Concept Explorer (ConExp) (Yevtushenko 2000) 6 from the same
data source used for constructing the ontology in Fig. 12. More specifically,
Fig. 13 is created from the binary object-feature matrix consisting of the con-
cept clusters [J1-J13] and the feature clusters [Jf1-Jf12] where the η values
equal to or above 0.5 are considered as true values. The white labels and the
gray labels in Fig. 13 are the concept and the feature clusters, respectively.
A big round nodes consisting of two colors are the so-called formal concept.
The blue and black color indicates that both concept and feature clusters
are directly attached to a formal concept in question. When a node is white
and black color, it means that only concept clusters are attached to a formal
concept in question. Each formal concept inherits gray-labeled features from
ascendent edges connected to a formal concept in question. For example, the
concept node J10 possesses a feature cluster Jf3 directly attached to the node
J10, feature clusters Jf11andJf4 that are connected via the intersection be-
tween Jf11 and Jf4, and feature cluster Jf7 that is the top node where all
concepts are eventually connected in Fig. 13. Notable point is that the edges
where only feature clusters, e.g. Jf11 and Jf4, are attached are corresponding
to the nodes (e.g. ”category share Jf11” created in Fig. 12). It is observable
that the structure of the ontology in Fig. 12 and the FCA graph in Fig. 13 are
substantially similar to each other.

Finally, this FCA method can be used for visualizing how the Danish con-
cept clusters are corresponding to the Japanese concept clusters based on the
information extracted from the n-IRM computation. For example, Fig. 14 is
drawn from the binary matrix consisting of the Japanese concept clusters [J1-
J13] and the Danish concept clusters [D1-D12] where the mean values equal
to or over 0.3 in the upper-left table of Fig. 8 are considered as true val-
ues. In Fig. 14, a node (either blue/black or white/black) indicates that a
Japanese concept cluster is directly or indirectly connected to one or more
Danish concept cluster(s). This indicates that the Japanese concept cluster
J10 corresponds to the two Danish concept clusters D12 and D6 in Fig. 14. In

6 http://conexp.sourceforge.net/
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this way, the ontology in Fig. 12 overviews the relations automatically drawn
by the FCA method in a more specific manner.

12 Discussion

To summarize, what we have demonstrated in this work are:

– the cross-categorization approach co-clusters the legal concepts belonging
to the two different legal systems;

– the cluster distributions resulted from the n-IRM are highly dependent on
different types of similarity scores, i.e., conditional probabilities computed
by the generalization model, BMG;

– by closer looking into an intersection of clusters having a higher standard
deviation obtained from the n-IRM, it is possible to identify clusters that
include concept-concept relations within the intersection in question;

– the cross-categorization approach analyzes feature structures of each ob-
tained concept cluster by combining the IRM applied to the original concept-
feature matrices;

– by defining a threshold on the η values obtained from the IRM, the extract
feature structures can be visualized as hierarchical graphs; and

– by defining a threshold on the mean values (mab) obtained from the n-
IRM, it is possible to map concept clusters between the two different legal
systems;

In terms of the issues of the knowledge alignment, it has been indicated
that the application of the n-IRM enables us not only to map legal concepts
between the two legal systems, but also to structure two independent concept
systems based on the analysis of the interactivity between them. For example,
by observing interactive relations extracted based on the mean values, e.g.,
in Fig. 8, it is possible to align knowledge into several layers, i.e. individual
concept level, cluster (category) level, and more abstract category levels. The
knowledge structuring process can further be supported by the IRM analysis of
the original binary concept-feature matrices that have been used for computing
similarity scores. Such information additionally supports the structuring of
individual knowledge systems, since feature clusters and concept clusters also
inter-relate to each other as shown in Fig. 6, Fig. 8 and Fig. 10.

One of the technical limitations in this work is the seamlessness of the
entire process due to the combination of several independent algorithms. The
combination of the n-IRM and the IRM computations could, in the future, be
seamlessly integrated as a joint model based on e.g. Infinite Hidden Relational
Model (Xu et al. 2006). This could optimize the involved cluster partitions by
reflecting the two types of input data, i.e. similarity scores and binary data.
Another technical limitation is that the alignment of knowledge structures de-
pends, to a certain extent, on the subjective judgments. To be more specific,
the threshold on η values obtained from the IRM has arbitrary been defined in
order to approximate the structures of the respective domain knowledge iden-
tified by the cross-categorization approach. In the same way, the threshold on
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mean values computed by the n-IRM has also been defined subjectively, in
order to determine which Danish concept clusters are corresponding to each
Japanese concept cluster in Fig. 12 and Fig. 14. Here, an optimal thresholds
could be estimated based on a statistical method in the future. When the
thresholds are identified in a statistical manner, a method such as FCA could
efficiently integrated to automatically draw an hierarchical graph of knowl-
edge while aligning the two knowledge structures. Such an integrated method
could be useful for not only aligning the two different knowledge systems as
shown in this work, but also for constructing an ontology representing a single
knowledge system, when the cross-categorization approach is applied to two
identical knowledge systems (concept-feature matrices) representing a single
legal system.

From the viewpoint of the human reasoning, we have argued that the cross-
categorization approach attempts to explain reasoner’s inferential mechanisms.
As Sartor (2009) employs Ross’s theory defining Q-conditioning links and Q-
conditioned links for an intermediate legal concept, each educational concept
consists of features, i.e. Q-conditioning links such as ”minimum entrance quali-
fication” defined by age or by ”previous educational degree”, and Q-conditioned
links such as ”degree obtained upon the completion of the education”. Sartor
(2009) claims that intermediate legal concepts are used within normative sys-
tems that connect observable facts and normative qualifications of human ac-
tions (Sartor 2009). From this point of view, our approach applying the IRM
have grouped the co-occurring features (the members of feature clusters listed
in Appendix I: Fig. 19, Fig. 21 and Fig. 23) as feature clusters. In other words,
the approach has identified underlying relationships among concepts and cate-
gories by analyzing co-occurrences of preconditions and consequences identified
among specific instances. More specifically, the generalization model, i.e. the
BMG, has theoretically been considered as the analogical inference described
in (Sartor 2009) after (Thagard 1992). The mechanism of our approach at-
tempted to explain the following situation: i.e., if a reasoner only knows about
legal concepts used within a legal system which he or she belongs to, a con-
cept belongs to the other legal system is considered as a new concept which
a reasoner has to learn. The reasoner then learns the new concept by identi-
fying features in the new concept which co-occur with features possessed by
the already known concepts, concept clusters, or abstract categories - his or
her background knowledge. The co-occurrence of features within the respec-
tive feature clusters have further been influenced by the BMG in a way that a
feature possessed by fewer concepts within reasoner’s background knowledge
has been considered more important.

In order to argue reasoner’s reasoning mechanisms, we need to design and
implement thorough experiments involving human evaluators. Our standpoint
for the human assessment of this work is therefore that it should be consid-
ered as out of scope in this paper. However, we attempt, as a preliminary
experiment, to test our hypothesis that the tendencies demonstrated with
three types of similarity scores in this work may possibly reflect a way evalu-
ators align the educational concepts based on his/her background knowledge.
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Accordingly, two versions of questionnaires are respectively sent out to two
Japanese and three Danish evaluators. In this preliminary experiment, no spe-
cific criteria have been specified for the selection of the evaluators. We have
randomly asked several Danish and Japanese individuals. This implies that
the evaluators are not specialized in the evaluation of the foreign educational
qualifications. The questionnaires are designed in a way that the Japanese
evaluators are asked to first read through the definitions of the 54 Japanese
educational concepts (background knowledge). Each of the 27 Danish educa-
tional terms expressed in Danish (a new concept introduced from the other
system) and its definitions (features) are displayed on one page and the eval-
uators are asked to select as many as Japanese concepts based on the two
criteria defined below:

– to select IDEAL Japanese concept(s) - IDEAL means here option(s) in
which the Danish concept in question is suitably corresponding to. Note:
there is an option not to select any of them in this criterium.

– to select ACCEPTABLE Japanese concept(s) - ACCEPTABLE means here
option(s) in which the Danish concept can be categorized as a category
member together with the option(s). Note: At least one or more option(s)
should be selected in this criterium.

For the Danish evaluators, the questionnaire is made in a way that they
are asked to read through the definitions of the 27 Danish educational terms
(background knowledge) and to select one or more Danish concept(s) that
correspond to each of the 54 Japanese educational concepts (a new concept).
When the evaluators select an IDEAL concept (background knowledge) cor-
responding to a concept newly encountered, a value ”1” is assigned. If an
ACCEPTABLE concept is selected, ”0.3” is assigned, otherwise ”0” is as-
signed. The overview of the human evaluations are illustrated in Figs. 15 and
16.

Fig. 15 contrasts the five human assessments with the similarity scores com-
puted for all the combinations between the Japanese and the Danish concepts
by the three measures: Jaccard similarity coefficient (Jaccard), the BMG when
Japanese concepts are considered as reasoner’s background knowledge (BMG
JP) and the BMG when Danish concepts are considered as reasoner’s back-
ground knowledge (BMG DK). One interesting finding is that the Japanese
evaluator’s results are rather similar to the plot (BMG JP) and the Danish
evaluator’s results are the plot (BMG DK) in Fig. 15. The explanation of this
phenomenon is that the Japanese evaluators were asked to select IDEAL (black
colors in the plot) and ACCEPTABLE (gray colors) Japanese concepts when
each of the 27 Danish concept was introduced as a new concept. Typically,
the Japanese evaluators selected zero to one Japanese concept for the IDEAL
options, and one or more Japanese concepts for the ACCEPTABLE options.
Therefore, the horizontal lines become clearer for the Japanese evaluations.
On the other hand, the Danish evaluators were asked to select IDEAL and
ACCEPTABLE Danish concepts when each Japanese of the 54 Japanese con-
cept was introduced as a new concept. Fig. 15 shows that Danish evaluators
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Fig. 15: Human assessments contrasted to the similarity scores

Fig. 16: Human assessments contrasted to the cross-categorization results

generally selected more options than Japanese has done. Since the selection cri-
teria between IDEAL and ACCEPTABLE highly depend on individual Danish
evaluators, the plots in Fig. 15 are not identical. However, when observing the
Danish evaluator 1 who has, like the Japanese evaluator 1, selected zero to one
Danish concept for the IDEAL options and one ore more Danish concepts for
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the ACCEPTABLE options, the vertical lines become clearer for the Danish
evaluations. In Fig. 16, the human evaluation data has been re-ordered accord-
ing to the cluster assignments obtained in this work (i.e. the results obtained
in Fig. 3). In this way, the evaluations made by the fine evaluators can be
contrasted to the results obatined by the n-IRM.

The collected data is further contrasted to the cross-categorization results
based on the two criteria defined as: i) strict mapped pairs, and ii) relaxed
mapped pairs. The strict mapped pairs refer to the number of Japanese- and
Danish concept pairs that fall under an intersection of the Japanese and the
Danish concept clusters with the mean value equal to or above 0.30 computed
by the n-IRM computation, while the relaxed mapped pairs refer to the number
of Japanese- and Danish concept pairs that fall under an intersection with the
mean value equal to or above the average mean values identified in the upper-
left plots in Figs. 6, 8 and 10. Based on these definitions, precision, recall and
F-measures scores are computed based on the equations defined as:

precision = correspond. pairs
∩

mapped pairs / mapped pairs (11)

recall = correspond. pairs
∩

mapped pairs / correspond. pairs (12)

F −measure = (2 ∗ precision ∗ recall) / (precision+ recall) (13)

Here, correspond. pairs
∩
mapped pairs are the number of corresponding

pairs that fall under the mapped intersection of the Japanese and the Danish
concept clusters defined in the above. Fig. 17 below summarize the obtained
results .

The results shown in Fig. 17 indicate that one of the major limitations
of this preliminary experiment is the way the mapped pairs (strict- and re-
laxed mapped pairs) have been defined. As already pointed out as a technical
limitation, the threshold for defining the mapped relationships should in the
future statistically be estimated, because the distributions of scores obtained
by the three different similarity measures are substantially different. This may
severely affect the judgment of the performances achieved by each similarity
measures shown in Fig. 17. Another limitation is that the precision, recall
and F-measures cannot consider the differences in granularities of the con-
cept clusters obtained by the three similarity measures. To be concrete, the
categorization result obtained by the BMG (BMG JP) is fine-grained so that
it is more difficult to perform good mapping results compared to the more
abstract categorization results achieved by the Jaccrd coefficient or the BMG
(BMG DK). In addition, the possibility to construct a hierarchical graph (on-
tology) from the more fine-grained clusters should be taken into consideration
when assessing the mapping performances. Another limitation is how to con-
trol evaluators’ background knowledge of the respective educational systems.
In this preliminary experiment, the evaluators are exposed to each of the newly
encountered concepts and its definition (list of features) introduced from the
other educational system. It means that the more a new concept is introduced,
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Fig. 17: Precision, recall and F-measure scores of the human assessment results

the more the evaluators will be exposed to their features existing in the other
educational system. The critical issue is how to investigate the influence of
reasoner’s background knowledge and its impact on the categorization. It is
not enough to claim that the way the human evaluators have been asked to se-
lect IDEAL and ACCEPTABLE corresponding concepts reflects the way they
categorize a newly learned alien concept based on their background knowl-
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edge. Here, we need to further explore an suitable method for implementing a
thorough human assessment in the future.

An interesting open question is whether reasoner’s ontology will be up-
dated and therefore should be reorganized, or unchanged, when a new concept
is introduced from an alien system. Our cross-categorization framework could
contribute to the alignment of domain knowledge existing in two legal systems.
However, it is too optimistic to claim that the ontologies constructed in this
work can represent reasoner’s categorical knowledge structure, i.e. ontology.
Thus, it is wise to claim that the ontologies constructed in this work is merely
limited for the purpose of visual inspection. It is obvious that thorough ex-
perimental designs and much deeper investigations are required for explaining
these open issues. One thing we can claim here is that the conceptual frame-
work presented in this work could be useful for conducting such thorough
investigations in the future. It should particularly noted that the analogical
inference algorithms employed in the framework would be one example among
other possible generalization models. Whether the employed model, i.e. the
BMG by Tenenbaum and Griffiths (2001) is optimal or not is still open ques-
tion and requires further investigation in line with the human-based assess-
ment of cross-categorization performances. For example, the generalization
model (i.e. similarity measures) could be replaced by some advanced mod-
els such as (Goodman et al. 2008; Kemp et al. 2008), or alternatively by a
new model reflecting the performances made by reasoners. Accordingly, the
ambitious future perspective would be to design thorough experiments on in-
vestigating such knowledge alignment and structuring mechanism performed
by expert reasoners belonging to different legal systems and contrast their per-
formances with the cross-categorization approach employing several different
generalization models.

Finally, this work has employed the data sets prepared by the UIS. Hence,
the features representing the two different knowledge systems have been well
standardized in advance. An issue to be considered in the future is how to
obtain standardize features existing in different systems, when the proposed
framework is applied to other legal domains such as taxation systems, pension
systems etc. but also to more general domains (e.g. e-commerce, linked-data
and semantic web) that require the alignment and integration between het-
erogeneous knowledge systems.

13 Conclusion

In this work, we proposed a cross-categorization approach that combines three
mathematical models: the Bayesian Model of Generalization (BMG) by Tenen-
baum and Griffiths (2001), the probabilistic model of theory formation, i.e. the
Infinite Relational Model (IRM) first introduced by Kemp et al. (2006, 2010)
and its extended model, i.e. the normal-Infinite Relational Model (n-IRM) pro-
posed by Herlau et al. (2012). Our proposed approach that employs the prin-
ciples of probabilistic model of theory formation (Kemp et al. 2010), has been
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contrasted to Giovanni Sartor’s view of inferential semantics of legal concepts
(Sartor 2009). The results indicate that our proposed approach, which opti-
mally utilizes all available information contained in a dataset, demonstrates an
advantage for directly reflecting similarity scores into the cross-categorization
analyses between two knowledge systems. We also demonstrated that our pro-
posed approach simultaneously categorizes concepts existing in two legal sys-
tems and from there structures two independent knowledge systems. From
the view of legal reasonings, we argued that the generalization model, i.e. the
BMG, employed as similarity measures in the aforementioned process could
be considered as analogical inference described in Sartor (2009) after Tha-
gard (1992). This implies that, although thorough investigations on knowl-
edge alignment and structuring mechanism performed by expert reasoners are
needed, the proposed framework would be useful for conducting such thorough
investigations in the future, because the framework theoretically accommodate
reasoner’s analogical inferential mechanisms by combining the generalization
model and the probabilistic model of theory formation.
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A Appendix: Members of the concept clusters and the feature
clusters
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Fig. 18: Labels for concept clusters obtained by the n-IRM: Jaccard
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Fig. 19: Labels for feature clusters obtained by the IRM: Jaccard (BMG)
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Fig. 20: Labels for concept clusters obtained by the n-IRM: BMG - JP as background
knowledge (BMG)
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Fig. 21: Labels for feature clusters obtained by the IRM: BMG - JP as background knowledge
(BMG)
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Fig. 22: Labels for concept clusters obtained by the n-IRM: BMG - DK as background
knowledge (BMG)
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Fig. 23: Labels for feature clusters obtained by the IRM: BMG - DK as background knowl-
edge (BMG)
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B Appendix II: Ontology construction methods

B.1 Formal Concept Analysis

The FCA (Ganter and Wille 1997) is the method that analyzes a relation connecting ob-
jects and their features. A formal concept in a context C is defined as C = (G,M, I). In
this definition, G and M represent a set of objects and a set of features, respectively. I
refers to relations between G and M . In Fig. 13, the context Japanese educational sys-
tem is represented as G: (J1, J2, J3, ..... J13 ), M : (Jf1, Jf2, Jf3,..... Jf12), and their
relations I. Each element g (e.g., J2) of G is expressed as g ∈ G and. If this g ∈ G
has a feature m (e.g.,Jf2) that is a member of M (expressed as m ∈ M), this rela-
tion is represented as gIm. When all members of a set of objects A (J5, J8) that is
part of G (A ⊆ G) shares a set of features (Jf5, Jf6, Jf7) in Fig. 13, it is defined as

Á = {m ∈ M | gIm for all g ∈ A}. In the same way, when a set of objects (J5, J6, J7) are
shared by all members of a set of features B (Jf7, Jf10, Jf12 ) that is part of M (B ⊆ M), it

is expressed as B́ = {g ∈ G | gIm for all m ∈ B}. A formal concept existing in the context

(G,M, I) is expressed as (A,B) defined by A ⊆ G,B ⊆ M, Á = B, B́ = A. Here, A and
B are respectively called the extent and the intent of the concept (A,B). The set of all
concepts existing in the context (G,M, I) is drawn as a Gallois lattice as shown in Figs. 13
and 14.

B.2 Terminological Ontology

The method of Terminological Ontology (TO) (Madsen et al. 2004) is originated from the
theory of terminology. The theory of terminology was first introduced by (Wüster 1959).
The original objective of terminology by (Wüster 1959) was to eliminate ambiguity from
technical languages by means of standardization of terminology in order to make the terms
efficient tools of communication (Cabré 2000). The traditional theory of terminology thus
addresses the relation between concepts and terms, starting from concepts and focusing on
the present state of the conceptual structure and its representation (Kageura 2002).

The uniqueness of TO is its feature specifications and subdivision criteria. The principles
and constrains defined for the applications of feature specifications are described in detail
in (Madsen et al. 2004). The most important principle is that a concept must inherit all
feature specifications (i.e., features) of its superordinate concepts (Madsen et al. 2004).
Another important key point is that subdivision criteria are strictly defined as dimensions
and dimension values. It means that a given dimension can only occur for specifying features
on sister concepts and a given dimension value can only appear on one of these sister
concepts (Madsen et al. 2004). A dimension and its dimension values are registered as
(DIMENSION : [value1, value2, ...]). In the case of Fig 24, one dimension specification under
the concept ”JP education” can be represented as (PHASE : [under school age, compulsory]).
This dimension specification subdivides the concept ”JP education” into two sub concepts
”preschool education” and ”compulsory” which respectively possess the features, [PHASE:
under school age] and [PHASE: compulsory]. Finally, a concept must be distinguished from
each of its nearest superordinate concepts as well as from each of its sister concepts by at
least one feature specification (Madsen et al. 2004).

These strict principles, however, generate some difficulties in constructing an ontology
when some feature specifications are considered as very important in several places in the
ontology. For example, features such as [FOUNDATION: self governing] [FOUNDATION:
municipality] might occur in two different occasions such as under ”elementary education”
and under ”lower secondary education” in Fig 24. As a solution, Madsen et al. (2004)
argue that this problem is solved by creating nodes, ”e: private” and ”e: municipality”
respectively possessing the features [FOUNDATION: self governing] and [FOUNDATION:
municipality] at a higher level of the ontology as depicted in Fig 24. Accordingly, subordinate
concepts, ”public elementary school” and ”public lower secondary school” can both inherit
[FOUNDATION: municipality] because of the polyhierarchical structure.
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Fig. 24: Terminological Ontology principles

These strict rules are not directly applicable to the present work, since the information
extracted from the cross-categorization approach only consists of the concept clusters and
the feature clusters, which are rather fuzzy sets of concepts and features. In order to apply
these strict principles of TO to the present work, the rules have been modified as follows:

1. A feature cluster inherited from a superordinate concept cluster can only occur on its
descendant concept clusters

2. A non-inherited feature cluster can only occur in one concept cluster and its descendant
concept clusters in an ontology

3. A concept cluster must be distinguished from each of its nearest superordinate concept
clusters as well as from each of its sister concept clusters by at least one feature cluster.

4. For fulfilling these rules, polyhierarchical inheritance of feature clusters and generation
of pseudo concept clusters are allowed.


