
2015 IEEE INTERNATIONAL WORKSHOP ON MACHINE LEARNING FOR SIGNAL PROCESSING, SEPT. 17–20, 2015, BOSTON, USA

UNSUPERVISED SEGMENTATION OF TASK ACTIVATED REGIONS IN FMRI

Rasmus E. Røge, Kristoffer H. Madsen, Mikkel N. Schmidt, Morten Mørup

Section for Cognitive Systems
Department of Applied Mathematics and Computer Science

Technical University of Denmark

ABSTRACT
Functional Magnetic Resonance Imaging has become a central mea-
suring modality to quantify functional activiation of the brain in both
task and rest. Most analysis used to quantify functional activation
requires supervised approaches as employed in statistical paramet-
ric mapping (SPM) to extract maps of task induced functional ac-
tivations. This requires strong knowledge and assumptions on the
BOLD response as a function of activitation while smoothing in gen-
eral enhances the statistical power but at the cost of spatial resolu-
tion. We propose a fully unsupervised approach for the extraction
of task activated functional units in multi-subject fMRI data that ex-
ploits that regions of task activation are consistent across subjects
and can be more reliably inferred than regions that are not activated.
We develop a non-parametric Gaussian mixture model that apriori
assumes activations are smooth using a Gaussian Process prior while
assuming the segmented functional maps are the same across sub-
jects but having individual time-courses and noise variances. To im-
prove inference we propose an enhanced split-merge procedure. We
find that our approach well extracts the induced activity of a finger
tapping fMRI paradigm with maps that well corresponds to a su-
pervised group SPM analysis. We further find interesting regions
that are not activated time locked to the paradigm. Demonstrating
that we in a fully unsupervised manner are able to extract the task-
induced activations forms a promising framework for the analysis of
task fMRI and resting-state data in general where strong knowledge
of how the task induces a BOLD response is missing.

Index Terms— Functional connectivity, Gaussian Mixture
Model, fMRI analysis

1. INTRODUCTION

Functional Magnetic Resonance Imaging (fMRI) allows for the iden-
tification of task related brain activations by measuring the blood
oxygenation level dependent (BOLD) response in each voxel of the
brain. The reliable identification of these regions of activations poses
a major challenge due to a massive multiple comparisons problem
and due to the low level of signal to noise found in fMRI data. Tradi-
tionally, fMRI data is spatially smoothened and then analysed using
statistical parametric mapping (SPM) [1] in order to identify brain
regions that are significantly correlated with the expected activation
time course. These univariate voxel specific tests have to be cor-
rected for multiple comparisons as fMRI data is high-dimensional
i.e. in the order of 105 voxels. This is commonly handled by meth-
ods for correcting for the family-wise error based on Gaussian Ran-
dom Fields [2] or correcting for false discoveries [3].
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An alternative procedure is to cluster the fMRI time-series [4, 5]
and carry out the statistical analysis at the level of clusters. Com-
mon adopted approaches have here been based on hierarchical and
k-means clustering [4] and the cluster based algorithm (CBA) pro-
posed in [5]. Thereby the number of statistical tests reduces to the
number of clusters extracted while spatial smoothing no longer is
necessary as the signal to noise ratio (SNR) is improved when con-
sidering the time series of each cluster centroid [5]. As opposed to
segmenting the brain into clusters, independent component analysis
(ICA) [6] is a widely applied approach to identify maps of task [6]
and resting state [7] activations typically assuming spatial indepen-
dence of the extracted components. In these approaches activations
have been established using supervised evaluation of the extracted
time courses [8].

In this paper we focus on a fully unsupervised approach for func-
tional segmentation of task related activity using clustering based on
a non-parametric Mixture Model tailored to the analysis of multi-
subject fMRI data. Being non-parametric our model is able to auto-
matically learn from data the number of clusters. It further assumes
subjects are normalized into a common space such that the extracted
functional units are consistent across subjects with subject specific
cluster time-series apriori assumed smooth by imposing a Gaussian
Process prior. To account for inhomogenous noise and misaligments
a separate noise parameter is estimated individually for each subject
and voxel. Inference in the model is accomplished by Markov-chain
Monte Carlo sampling where we propose a new efficient procedure
for split-merge sampling [9] that significantly reduces the computa-
tions of the in general most occuring merge operations.

For the unsupervised extraction of task-related clusters we eval-
uate how correlated the cluster time-series are across subjects as well
as the stability of the clusters using evidence accumulation [10, 11]
hypothesizing that these consistent actitvations correspond to task
induced activity. We show that our unsupervised multi-subject anal-
ysis extracts the regions expected to be activated in a finger tapping
paradigm and that the maps are similar to those extracted using a
standard supervised group SPM analysis. Our method further cir-
cumvents smoothing as a necessary preprocessing step.

2. METHODS

2.1. The Infinite Gaussian Mixture model with a Gaussian Pro-
cess prior (IGMMGP)

Let Xs be the N × T matrix of the N voxels with a time course
with T measurements of subject s. We use z as a vector for the
group assignment, such that z(i) = k if the i’th voxel is assigned
to the cluster k. We thus assume that the voxels are aligned across
subjects and that the clustering is shared. Our model is illustrated as
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a directed graphical model in Fig. 1 and is described by the follow-
ing generative process where we use the Chinese Restaurant Process
(CRP) [12, 13] as a prior for partitioning the voxels into clusters.:

z ∼CRP (γ) groups, (1)
µk,s ∼GP (0,Σ) group time series, (2)

xi,s ∼N (µz(i),s, σ
2
i,sI) voxel time series, (3)

where Σ is the covariance structure encoding the imposed temporal
dynamics, µk,s is the time series of cluster k of subject s, σ2

i,s is the
variance of voxel i of subject s, and xi,s is the time series of voxel
i of subject s. The model we propose is an extension of the Infi-
nite Gaussian Mixture Model [14] in which temporal dynamics are
imposed on the mixtures through the Gaussian Process (GP) prior
with covariance function Σ. A Gaussian Process prior has previ-
ously been considered in the Infinite Gaussian Mixture Models also
imposing Markov Random Field constraints [15]. A benefit of our
model is that it includes voxel and subject specific noise that can
potentiallty account for misalignment across subjects as well as spa-
tially varying noise levels. In the following we call our model the
Infinite Gaussian Mixture model with a Gaussian Process prior (IG-
MMGP).

Let Xs, and µs be the time-series for all voxels and groups
and σ2

s be the noise variance for all voxels for subject s. We de-
fine by {X}, {µ}, and

{
σ2
}

the collections of all subjects voxel
time series, group time series and voxel variances respectively. With
xz(i)=k,s = {xi,s | z(i) == k} we denote the time series of all
voxels assigned to cluster k of subject s.

According to the generative model the joint distribution of data
and parameters can be expressed as

p(z, {µ} , {X} |
{
σ2} ,Σ, γ) (4)

=

[∏
s

p(Xs|µs,σ
2
s)p(µs|Σ)

]
p(z|γ).

Due to conjugacy it is possible to analytically integrate out the group
time series from the joint distribution

p(z, {X} |
{
σ2} ,Σ, γ) = (5)

=

∫ [∏
s

p(Xs|µs,σ
2
s)p(µs|Σ)dµs

]
p(z|γ))

=
Γ(γ)γK

∏K
k=1 Γ(nk)

Γ(N + γ)

∏
i,s

(2πσ2
i,s)
−T/2 exp

{
− 1

2σ2
i,s

x>i,sxi,s

}
K∏
k=1

(|Sk,s|/|Σ|)−1/2 exp

{
1

2

K∑
k=1

x̄>k,sS
−1
k,sx̄k,s

}
,

where

x̄k,s =
∑

Z(i)=k

1

σ2
i

xi,s, Sk,s =

Σ−1 +
∑
z(i)=k

1

σ2
i,s

I

 ,

and nk is the number of voxels assigned to cluster k with N being
the total number of voxels.

2.2. Model inference and accellerated merge steps

For inference of the clustering z we use Gibbs sampling with split-
merge moves [9]. In each Gibbs move a voxel can be placed in any

Fig. 1. Directed graphical model representation of the generative
process.

of the currently occupied K clusters or create a new. This means
that the expression x>k,sS

−1
k,sx̄k,s has to be evaluated K + 1 times.

Let Σ = V >DV be the eigendecomposition of Σ. Then

x>k,sS
−1
k,sx̄k,s = x>k,s

(V >DV )−1 +
∑
z(i)=k

1

σ2
i,s

I

−1

x̄k,s

= (V xk,s)
>(D−1 +

∑
z(i)=k

1

σ2
i,s

I)−1V xk,s.

Keeping V xk,s and (D−1 +
∑
z(i)=k

1
σ2
i,s
I) in memory reduces

the computational complexity of evaluating x>k,sS
−1
k,sx̄k,s to O(T )

when the projections V {X} and eigenvalues D have been com-
puted. This reduces the total timecomplexity of a Gibbs sweep to
O(SNKT ).

In the split-merge procedure two nodes are randomly sam-
pled and if they are in the same group the group is proposed split
and if they are in two different groups these two groups are pro-
posed merged. The split/merge move is accepted according to the
Metropolis-Hastings ratio

α(z∗ | z) = min

[
1,
p(z∗, {X} |γ,

{
σ2
}
,Σ)q(z|z∗)

p(z, {X} |γ, {σ2} ,Σ)q(z∗|z)

]
, (6)

where the transition probability q(zsplit|zmerge) for splitting a clus-
ter is calculated using Gibbs sampling restricted to the observations
influenced by the move. The transition probability is calculated by
first sampling a so-called launch state and keeping track of the tran-
sition probabilities from this state to the final split configuration. As
the merge move is deterministic we have for the transition probabil-
ity q(zmerge|zsplit) = 1, see also [9].

Provided no group contain more than 50 % of the observations
there will be more merge than split proposals. As merge moves are
deterministic we further have for these moves that q(z|z

∗)
q(z∗|z) ≤ 1. We

can thus significantly accelerated the evaulation of these proposals
if we are able to reject the move by the ratio of the joint proba-

bilities alone, i.e.
p(z∗,{X}|γ,{σ2},Σ)

p(z,{X}|γ,{σ2},Σ)
thereby circumventing the

more computationally demanding restricted Gibbs sweeps. This leas
us to propose the following accelerated merge procedure: Before
computing the launch state and final configuration using restricted
Gibbs sampling compute the preliminary acceptance probability for
a merge step

α1(z∗ | z) = min

[
1,
p(z∗, {X} |γ,

{
σ2
}
,Σ)

p(z, {X} |γ, {σ2} ,Σ)

]
. (7)



In case we cannot accept the proposal based on α1 we will not be
able to accept it based on α as α(z∗|z) ≤ α1(z∗|z).

In order to infer the hyperparameters γ and {σ2} we impose
the non-informative and improper prior p(θ) = θ−1. We use
Metropolis-Hastings sampling by transforming the variable to the
log-domain and use the symmetric normal distribution as proposal
density. Using the eigendecomposition of Σ and V xk,s the cost
of evaluating the joint density ratio of the Metropolis-Hastings ratio
is O(T ). Therefore a sweep of evaluating proposals of {σ2} is
O(SNT ), i.e. this inference step is less computationally demanding
than the Gibbs sweep.

2.3. Unsupervised extraction of consistent clusters

The posterior of the cluster time series given the data and clustering
can be calculated using Bayes theorem:

p(µk,s|xz(i)=k,s,σ
2
z(i)=k,s,Σ) (8)

=
p(xz(i)=k | µk,s,σ2

z(i)=k,s)p(µk,s | Σ)∫
p(xz(i)=k | µk,s,σ2

z(i)=k,s)p(µk,s | Σ)dµk,s

= N (S−1
k x̄k,Sk).

To un-supervised select clusters of relevance for the task we evaluate
the consistency of the cluster time-series as well as the consistency of
the clustering across separate chains based on the sample with high-
est value of the joint-distribution p(z, {X} |

{
σ2
}
,Σ, γ) presently

denoted the MAP solution.
We evaluate the consistency of the cluster time-series across sub-

jects by computing the posterior mean, S−1
k,sx̄k,s, for all clusters and

all subjects and rank the clusters according to the mean correlation
(over all pairs of subjects), i.e.

R(k) =
1

S(S − 1)/2

∑
s>s′

correlation(µk,s,µk,s′). (9)

To evaluate the consistency of the clusterings we use evidence ac-
cumulation [10, 11] in order to quantify how consistent across L
separate sampling chains (excluding the chain with the MAP solu-
tion) voxels are grouped together according to the following cluster
specific consistency score

C(k) =
1

nk(nk − 1)/2

∑
i>j:zMAP

i =zMAP
j =k

1

L

∑
l

I(z(l)i = z
(l)
j ),

(10)

where I(a) is the indicator function that evaluates to 1 if a is true
and 0 otherwise and nk is the number of voxels in cluster k.

3. RESULTS AND DISCUSSION

To impose smoothness we use as kernel for the covariance of the
Gaussian Process, Σ, that is generated by the following expression:

kSE(xi(t),xi(t
′)) = exp

(
− (t− t′)2

2l2

)
, (11)

with the characteristic length-scale as the optimal length-scale for
modeling the hemodynamic response function as provided by the
SPM12 software (SPM12, Wellcome Trust Centre for Neuroimag-
ing, http://www.fil.ion.ucl.ac.uk/spm/software/spm12/). The length-
scale was inferred by optimizing the fit of a Gaussian Process with

Fig. 2. Number of components extracted as a function of the SNR,
NMI using a single subject, and group analysis of 10 and 25 sub-
jects. Below is given the density of the SNR for the real multi-subject
fMRI data is given in.

a squared exponential kernel and was l = 4.6s or 1.85 frames (with
TR = 2.49). In our analysis we initialized the clustering configura-
tion to have all voxels in the same cluster. The noise parameter σ2

was initialized to the variance of the data, i.e. σ2
i = var(xi) and the

CRP parameter γ was initialized to 5.
For the inference procedure a full sweep consisted of 1 Gibbs

sweep and a number of split-merge moves defined such that the
CPU time spent on the split-merge moves matched that of the Gibbs
sweep. This means that the number of split-merge moves performed
changed dynamically during the model inference. In each split-
merge move 3 restricted Gibbs sweeps were performed. Addition-
ally 10 sweeps of Metropolis-Hastings hyper-parameter sampling
was performed for each σ2

i,s and for γ. On the fMRI dataset con-
sisting of 28 subjects and 48799 voxels each with a time-series of
240 measurements (further details on the data is given below) this
entire sampling forming one iteration took approximately one hour
to complete.

To test the model on the synthetic data we performed 3 runs for
each selection of noise and number of synthetic subjects. On the
fMRI dataset 10 runs using the accelerated split-merge procedure
and 10 runs with the standard split-merge procedure were performed
to illustrate the impact on convergence of the change in the split-
merge procedure.

3.1. Synthetic data

In order to investigate the level of noise for which the model can in-
fer the correct clustering, a number of synthetic data sets were gener-
ated of varying noise. Furthermore we varied the number of subjects
to illustrate how the performance of the model increases with more
subjects. For each dataset we generated 15 cluster means for each
subject according to Eq. (2) and (11) with a characteristic length-
scale of 1.85. For each cluster we generated 400 voxels with the
same temporal dimension as the fMRI dataset. This was done ide-
pendently for each of the synthetic subjects such that the only thing
shared was the clustering configuration. This was done 3 times for
each noise level and number of subjects pair in order to verify the
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Fig. 3. Progression of the joint distribution given in equation (5)
using standard split-merge sampling and using the proposed accel-
erated merge procedure. On the right are the last 30 iterations of the
accelerated chains.

stability of the method.
To quantify the extend in which the clustering matches the

ground truth we used the normalized mutual information (NMI)
[16] measure as well as the number of clusters inferred as a function
of the average SNR of the generated data defined by

SNRDB = 10 log10

Psignal

Pnoise
= 10 log10

∑
s,k nkµ

>
k µk∑

s,n Tσ
2
s,n

. (12)

As seen in Fig. 2, the method is able to handle Gaussian noise un-
til a SNRDB of approximately -5. After that additional subjects are
needed in order to be able to infer the correct configuration. In order
to get a crude estimate of the SNR in the used fMRI data we used
the following estimate: For the mean of the signal we used the 10
repetitions of the task to construct the mean, µ̄(s)

v = 1
10

∑10
i=1 x

(s)
v ,

and then estimates the SNR by:

SNR2
v,estimate =

µ̄(s)
v µ̄

(s)>
v

1
10−1

∑10
i=1(x

(s)
v − µ̄(s)

v )(x
(s)
v − µ̄(s)>

v )
. (13)

According to this crude estimate the model should not be able to cor-
rectly infer the correct configuration for a single subject. However,
this should be possible when using 10 subjects and in our regime
using 28 subjects.

3.2. Multi-subject fMRI

To validate our proposed method we used a fMRI finger tapping data
set consisting of 28 healthy subjects scanned in a Siemens 3T scan-
ner. The dataset has previously been described in [17, 18]. The fin-
ger tapping paradigm consisted of two paced motor conditions each
lasting 20 s, first right handed finger tapping followed by left handed
finger tapping. Both conditions were paced by a blinking colored
circle and were followed by 9.88 s rest. The stimulation cycle was
repeated 10 times and 240 scans was acquired in total. Data was
preprocessed using a default strategy in the SPM8 software package
that comprised the following steps: (1) Rigid body realignment, (2)
co-registration, (3) spatial-normalization to the MNI 152 template,
(4) re-slicing of images into MNI space at 3 mm isotropic voxels.
For the SPM analysis a spatial smoothing was further applied using
an isotropic Gaussian filter (6 mm FWHM). Finally a rough grey
matter mask (48799 voxels) was applied.

Fig. 3 shows the logarithm of the joint distribution for the 10
different runs. It is clear that the accelerated split-merge procedure

using enhanced merge steps significantly improves on the conver-
gence. We also observe that even using this enhanced inference pro-
cedure the model has not converged.

In order to show how many clusters are task relevant we sorted
the clusters according to the cluster specific mean correlation R(k)
computed in Eq. (9). As seen from Fig. 4 it is clear that two clusters
show a much higher degree of correlation across subjects whereas
8 clusters show a correlation higher than 0.3. Of these 8 clusters 7
show a consensus score (i.e., C(k)) higher than 0.6. These 7 clusters
are colored in shades of red and are the clusters of similar color in the
consensus score plot in Fig. 4. The cluster that shows a high level
of correlation but a low consensus score is colored yellow. The 8
clusters having high correlation are also visualized in figure A)-H) of
Fig. 6 and shown in descending order according to their correlation
score colored as in Fig 4. According to the consensus score we also
selected the 7 clusters with the highest consensus score, shown in
shades of green. These 7 clusters are also shown in figure I)-O) of
Fig. 6.
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Fig. 4. Average correlation across the estimated cluster specific
time-series for each subject and stability as quantified using evidence
accumulation. In shades of red is given clusters that have corelation
above 0.3. In green the remaining 7 clusters that are in top 10 of the
consensus score.

We performed a standard multisubject SPM analysis on the
smoothened data with left-right and right-left contrast maps for a
comparison with the regions extracted by our method. The activation
maps of the SPM analysis are thresholded and compared with the
two clusters of average correlation higher than 0.7 in Fig. 5. From
the figure it is clear that there is a very high degree of correspon-
dance but also that the two top correlated maps are more localized.
The SPM maps are also included in the top of Fig. 6 where it can be
seen that the 10 most correlated clusters well correspond to subpar-
cellations of the SPM maps of regions that are task activated whereas
the regions with a relative high consensus score but relatively low
correlation do not delineate regions that are extracted in the SPM
analysis but different cortical regions that robustly group together.

4. CONCLUSION

When analyzing fMRI the data is traditionally smoothened and vox-
els of brain activation extracted in a supervised manner for instance
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using a SPM analysis that identifies voxels with the expected tem-
poral evolution as defined by the imposed HRF convolved with the
design matrix. In contrast, our proposed approach is fully unsuper-
vised and automatically groups voxels circumventing the need for
smoothing data. It uses the temporal consistency across subjects as
well as reliability over separate chains of the sampler in order to infer
regions of interests. We find that regions with high temporal consis-
tency well correspond to those derived by a standard SPM analysis
whereas regions that are only reliable across chains of the sampler
correspond to cortical regions that are neither identified by SPM nor
our measure of correlation.

We succesfully demonstrated on a simple finger tapping paradigm
that our completely unsupervised approach is able to extract the task-
induced activations. This we believe forms a promising framework
for the analysis of taskdata in general where there is no good knowl-
edge of how given tasks induce BOLD responses. We also find that
there is generally correspondence between regions that correlate
across subjects and regions that are robustly identififed by our infer-
ence procedure. This indicates that consistency of the clustering by
itself can be used to idenfity task relevant regions and can thereby
be used to quantify activated regions when information on task is
unavailable such as in the analysis of resting state fMRI.
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Fig. 6. The activation maps for the two conditions using group SPM analysis and the average of the time-series of the activated voxels. In A)-
O) are the extraced functional activation maps using our fully unsupervised approach. A)-H) are the clusters of high cross subject correlation,
and only F) has a consensus score lower than 0.6. In I)-O) are the reliable maps that are not highly correlated in time across subjects.


